Appendix J: Failure and Failure Recovery





As with any aspect of a bank’s overall operations, the risk associated with the failure of a BIPS platform needs to measured or estimated. Depending on the results of this analysis, appropriate risk mitigation steps can be implemented to minimize the risk of failure or the time needed to recover from such a failure. This appendix discusses some considerations related to BIPS platform failure and suggests some guidelines that can be used to mitigate the risk associated with such a failure (Section J.1). It also discusses BIPS performance standards (Section J.2). The information in this appendix is not intended to be all encompassing; each institution or processor using BIPS will be somewhat unique and their requirement for risk mitigation will have to be measured against their individual needs.





Note that failure and failure recovery involves system hardware and software problems; exception processing, which is discussed in Appendix K, is concerned with possible problems in transaction processing.


J.1 Considerations





There are many things that can potentially "go wrong" with any automated system. This section contains some ideas about what can potentially go wrong with a BIPS implementation, what could be the result, and what steps can be taken to mitigate the potential for these problems. 





From a failure and recovery standpoint, BIPS can be considered to have four main components. They are the BIPS Client (Section J.1.1), the Internet (Section J.1.2), the BIPS platform (Section J.1.3), and the interface to bank payment processing systems (Section J.1.4).


J.1.1 BIPS Client





The BIPS Client is the user interface to the BIPS platform. It could be a frontend built specifically for BIPS or it could be the frontend from a separate application, such as an ACH system, that provides BIPS services. The BIPS Client itself is not technically considered to be a part of the BIPS architecture, but the underlying mechanisms that make use of the BIPS payment protocol are a part of BIPS. Among the things that could “go wrong” with the BIPS Client are:





Data errors, in which invalid or incorrect data is created.





Possible problems


Data errors that are catastrophic would normally cause processing to fail, either by generating an unrecoverable error or by causing the system to terminate abnormally. Data errors that mimic authentic data but are actually incorrect could cause processing to be enacted against an improper account or for an incorrect amount, among other errors.





Possible mitigating actions 


There are several actions that can be taken to reduce the impact of data problems. First, the client application itself can be written so as to thoroughly "trap" data that is incorrect or suspect. This trapping can take the form of internal edit checks that monitor the data as it is collected within the client system. This functionality, as well as overall functionality of the system, should be thoroughly tested to eliminate as much as possible the problems caused by erroneous programming. In addition, the client application can be written with an effective audit trail facility. Together with the acknowledgement features of the BIPS platform, the audit facility can be used to verify that a payment request was processed in the manner anticipated. In addition, since BIPS eventually passes control of the payment to an underlying settlement system, reconciling BIPS activity to the settlement systems can also help identify problems caused by incorrect data.





Logging errors, in which invalid or incorrect log entries are created.





Possible problems 


A fully functional BIPS Client or an accounting platform that makes use of BIPS as its underlying transport will contain an activity log. This log would be used as an audit trail of activity performed. The log would be updated primarily by other system components, but there are conditions under which a system user, most likely an administrator, might be allowed direct access to the log for maintenance purposes. This situation opens the possibility of accidental or purposeful alteration of the log's data, thereby compromising its value as an audit record of activity. There is also the possibility of data corruption within the software itself under a variety of scenarios.





Possible mitigating actions 


If access to the log is limited to only system components and not human intervention, the logging facility can be written so as to allow for the possibility of operator maintenance, but only in a manner that would be accurately recorded. If direct access to the log were allowed, manual controls would need to be instituted to compensate for the resulting loss of automated control. It is also possible to engineer the logging facility so as to be able to perform at least some internal integrity checks. 





Total system failures, either of the hardware or the operating system.





Possible problems 


With all systems, there is at least some possibility that a total system failure may occur. System hardware can fail, causing either system shutdown or unreliable data processing. The operating system can fail with similar results. In all cases, the result is usually that the system becomes inaccessible and/or the data is processed improperly.





Possible mitigating actions 


There are several ways to protect a BIPS Client from hardware and system software problems, none of which are foolproof but all of which provide some degree of protection. Hardware can be protected by use of redundant hardware systems that protect all critical components. For example, fault-tolerant systems are available that provide a high degree of protection from hardware and operating system failure; these systems have been used for many years in mission-critical applications. Several vendors provide systems of this type, with the degree of protection provided generally being proportional to the investment required. Hardware can be protected with clustering architectures, which allow for automated failover in case of a failed component. Data storage can be protected by using Redundant Array of Independent Disks (RAID) platforms, which provide the ability to reconstruct the data without having to resort to restoration from backup. Redundant and alternative power feeds can be used to significantly reduce the possibility of the loss of a BIPS platform because of a power failure. All of these alternatives imply some additional cost, and the use of such measures should be weighed against the anticipated use of the system and the criticality of the data. As a last resort, most businesses should have a comprehensive business resumption plan in place that allows alternative means of completing these transactions should the automated systems be unavailable.  





Unauthorized use, whether intentional or not, because of a failure of security. 





Possible problems 


Unauthorized use of a BIPS platform can occur because of (1) unauthorized access to the BIPS platform by an unauthorized user and (2) unauthorized use of the BIPS platform by an authorized user. In the latter case, the user would be an authorized user of BIPS who is performing an unauthorized action, such as creating a request for a dollar amount beyond their level of authority.





Possible mitigating actions 


Access problems generally arise from a couple of areas: (1) the application is written with a security mechanism that is not "granular" enough to provide adequate separation of duties and (2) the security mechanism is defeated by some means. In this case, the main approach should be to detect the intrusion as soon as possible and provide automated lockout if possible. The application needs to be written with the ability to segregate all BIPS Client activities with separate security levels. This capacity may add some overhead to the processing ,but it is worth the cost from a risk standpoint. In addition, recovery mechanisms should be constructed to negate the effect of the unauthorized actions.


J.1.2 Internet





The Internet is the transport mechanism for the BIPS platform. It is not a part of the BIPS architecture, but it is integral to proper completion of a BIPS message transmission.  Sections J.1.2.1 and J.1.2.2 list possible problems and associated mitigating actions, respectively.


J.1.2.1 Possible Problems 





Some possible problems are:





transmission failure, in which the BIPS message does not reach its destination;


routing error, in which the BIPS message arrives at an incorrect destination;


data corruption, in which the BIPS message content is altered “in flight,” either intentionally or by accident; and


true duplicates, where the server receives the message more than once.


J.1.2.2 Possible Mitigating Actions 





The Internet and the implications of its use are beyond the scope of this document, and this appendix is not intended to provide a guide to the use of the Internet for reliable communications. However, as it relates to successful completion of BIPS requests, it is incumbent upon the developers of  BIPS Client systems to provide mechanisms for ensuring the integrity of the BIPS requests created by the client system. Since it is this system that is creating the requests, only this system is capable of creating the audit trail necessary to ensure that the request was processed correctly. Steps to accomplish this auditing are suggested in Section J.1.1. 


J.1.3 BIPS Platform





The BIPS platform, for the purposes of discussion here, includes those components at the receiving bank or processor that are needed to successfully process a BIPS message and forward the data into one of several bank payment processing systems. Some of the problems that might occur are: 





Failure in the receiving mechanism.





Possible problems 


BIPS can receive requests in two ways, via an E-mail message or from the Web. In either case, failure of the receiving mechanism could cause either the loss of the message or corrupted data, resulting in incorrect processing.





Possible mitigating actions 


A corrupted message received within BIPS would most likely result in a failure within the message parser, causing the request to be rejected. All possible safeguards are designed into the BIPS platform to intercept these kinds of errors. In this case, the responsibility of BIPS is to send an appropriate acknowledgement, if possible, back to the source system so that the request can be resent. In no case should a BIPS platform process a request that is known to have data of questionable reliability. In the case where the data is in reality corrupted but appears to be valid, there is little that the BIPS platform can do since it would most likely not sense a problem. In this case, traditional methods of activity verification would have to be used to "catch" the error after the fact. In the case where the entire message is lost, BIPS can also take no action since it would not have the source of the request. In this case, it would be the responsibility of the client system to indicate that no acknowledgement was received for a request that was sent to the BIPS platform.  





Failure to authenticate the message contents.





Possible problems 


Failure to authenticate the contents of a message would invariably result in rejection of the request.





Possible mitigating actions 


There is little that can be done if the contents of a request cannot be validated against the message digest. Attempts to rebuild data from known customer profiles could result in fraudulent activity. The responsibility of the BIPS platform in this case would be to reject the message entirely and send an appropriate acknowledgement to the originator. However, it is possible that a BIPS platform could be engineered in such a way as to pass on the problem message to a human operator for further action to attempt to resolve the problem, possibly by contacting the customer directly if their identity can be reliably detected.  





Failure to authenticate the originator’s identity.





Possible problems


Failure to authenticate the originator of a message would invariably result in rejection of the request. Use of an invalid user identifier or use of a user identifier that is not authorized to perform the action requested could potentially cause this failure.





Possible mitigating actions 


As in the case of a failure in data validation, there is little that can be done if the identify of the originator cannot be verified. Corrective actions and possible system alternatives would be similar to those for data validation. 





Failure to create a valid set of data to be sent to the bank payment processing system.





Possible problems 


Creation of "bad" data falls into two primary categories: (1) data that is plainly invalid and (2) data that appears to be valid but in reality is not. In either case, the result could be a failed request or, worse, the creation of seemingly valid data that results in an incorrect payment. 





Possible mitigating actions 


Clearly invalid data should be caught by the BIPS platform before any action is taken on it. Although it is reasonable to expect that the BIPS Client would edit out most errors at the source, developers of the BIPS platform cannot assume this to be the case. It will be necessary to build adequate edit checking into the system to ensure the validity of the data. This would include generic checks into which all data would fall such as:


valid dates;


numeric in numeric fields, etc.;


reasonableness checks that are dependent upon the type of payment being requested that would include such things as date and dollar ranges; and lastly 


customer-specific edits that would include such things as dollar activity limits for specific customers. 


In the case where seemingly valid data is processed that is in reality invalid, there is little that BIPS can be expected to do. In such cases, the erroneous transaction would have to be caught by traditional checks and balances within the various settlement and account systems. 





Failure to send data to the payment system, either in its entirety or by creating invalid or incorrect data.





Possible problems 


This category is primarily for use in those systems where the PSI modules are separate from the EPH. In such cases, it is possible that the EPH might create an acknowledgment or log entry indicating that the payment request had been translated and forwarded to the bank payment processing system, when in reality the request might have failed within the PSI. Failures within the PSI would generally fall into the category of program errors, where either invalid data is forwarded to the payment system or the data is sent to the wrong payment system.





Possible mitigating actions 


Failure to send valid data, or sending data to an incorrect payment system, would largely be the result of software errors, assuming that valid and correct data was supplied to the system. Whatever the case, these kinds of errors would have to be caught within the various settlement and account systems.





Failure to correctly log events during processing.





Possible problems 


The BIPS Event Log is a critical component of any BIPS platform. If properly implemented, it provides a complete audit trail of all BIPS activity. Problems with the event log could come from two sources: (1) software errors in other BIPS components that result in missing or incorrect log entries and (2) user maintenance of the event log, either accidental or purposeful, that results in invalid log data.





Possible mitigating actions 


Logging on the BIPS platform is very similar to logging on the BIPS Client, and the solutions to potential problems are the same. If access to the log is limited to only system components and not human intervention, then the logging facility can be written so as to allow for the possibility of operator maintenance, but only in a manner that would be accurately recorded. If direct access to the log were allowed, then manual controls would need to be instituted to compensate for the resulting loss of automated control. It is also possible to engineer the logging facility so as to be able to perform at least some internal integrity checks as well. 


J.1.4 Interface to Bank Payment Processing Systems





BIPS has two ways to forward payment information. First, BIPS can translate the BIPS message into a format usable by one of several existing payment systems, such as ACH, wire transfer, or an ATM network. In addition, the BIPS architecture allows for the possibility of “Inter-BIPS” processing (Chapter  7), which is envisioned as a separate settlement system that could be used in addition to or as a replacement for the existing payment systems. 





The legacy payment systems are outside the scope of the BIPS specification and contain their own well-established methods for failure recovery. Information on these systems is available from vendors who have developed systems for these payment systems as well as from the organizations responsible for administering these payment systems





The separate settlement system envisioned for "Future BIPS" (Chapter 7) can be thought of to be the "best of breed,” using the best attributes of the existing payment systems, including their failure recovery mechanisms. At this time, the Inter-BIPS Server exists in conceptual form only.


J.2 Performance Standards





General performance standards for any automated business solution, including failure recovery cirtieria, apply to the BIPS platform. Some of these criteria might be grouped as follows:





Backup/recovery. Aside from the mechanisms built into the BIPS applications programs, there are generally accepted guidelines that should be followed to protect the system and its data. These include:





regular backup of data files and databases,


periodic backup of program libraries,


offsite rotation of backup files for purposes of media protection, and


periodic tests of restoration procedures.





It is generally accepted that the use of standard backup systems in the case of a system outage will result in some amount of downtime because of the time needed to recover data and systems from standard backup media. Nonetheless, traditional backup/recovery systems, such as tape backup, continue to be the mainstay of most data processing systems.





High-availability hardware and software systems. Standard backup/recovery systems may not be adequate in and of themselves in systems that require high availability. This would be true in high-volume systems or systems requiring online access. There are a number of ways that systems can be protected from a variety of failure conditions. These include:





Redundant power systems such as uninterruptable power supplies and other alternative power systems such as electrical power generators. In addition, the wiring systems in the data center facility can be constructed so as to have no single point of failure. 


 


Redundant power supplies within the system processors. These multiple power supplies could conceivably be fed by independent power sources.





Redundant communications equipment, such as network wiring and associated network equipment. This might include redundant Internet feeds.





Data storage systems designed to allow for maximum availability through the use of RAID systems, which consist of arrays of disk drives which are configured in such a way that no single failure will result in the loss of availability of data. In addition, some storage platforms also include “hot swap” drives, which are spare drives that are integrated into the storage system but unused except in the case of a failure. Most of these platforms include ongoing monitoring, which allows the system to sense a failing drive, copy the data to a hot swap drive, and continue without loss of availability.





Other ways to protect the data processing portion of the system. Several vendors now provide high-availability systems that allow differing levels of redundancy. In addition, the Microsoft Clustering Architecture is now becoming available from a variety of vendors. This architecture allows the developer to construct a processing network made up of several individual processors that can provide redundancy to each other in case of a failure. In environments where such high availability is not needed, it may be sufficient to provide a backup system which can be switched to even though this switching might be manual and take some time.





Transaction Processing Time. Each implementation of BIPS will need to include a measure of acceptable transaction processing times. This is not a measure of the time to process, say, an ACH transaction from entry to posting time, but rather the time from when BIPS receives a request to when the request is processed and acknowledged by BIPS. An analysis of this requirement will aid in determining what kind of BIPS frontend will be required. In some cases, an E-mail client may provide acceptable response time; in high-volume, high-activity systems, the system may need an online frontend to provide acceptable response. In turn, each of these components needs to be designed for acceptable processing time. Failure to process a transaction in an acceptable amount of time can be considered a failure of the system. Using the Internet as a transport mechanism puts a considerable portion of the end-to-end processing time outside the control of BIPS itself, and this should be taken into consideration when the overall BIPS implementation is being planned.
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