Appendix F: Payment System Interface (PSI)





This appendix provides additional information on functions the PSI performs, its process flow, and how a PSI might be implemented in the BIPS architecture. The BIPS PSI serves as the gateway between BIPS and a bank’s existing payment processing systems. �  These payment processing systems can include third�party applications or internally developed bank systems.





NOTE: The term “bank payment processing system” is used to refer to an application that is installed at a bank to process payments. “Payment networks” are the networks over which payment transactions are transmitted and typically settled.


F.1 Process Flow





BIPS payment request messages are forwarded to the PSI from the BIPS EPH. The PSI identifies the appropriate bank payment processing system, which is usually determined from the <payment-network> element within a BIPS payment request message. The PSI maps the information in the payment request message into the format of the bank payment processing system, creating a bank payment processing system transaction. The PSI then transmits the transaction to the payment network. 





If no payment network is specified in the BIPS payment request message, the EPH decides which payment network to use. This decision can be based on numerous criteria, including the parameters provided by the Payor in the payment request message, profiles kept at the bank about the bank customer’s preferences for payment, and/or bank-specific rules and policies that may influence which payment network is selected. If the value date of a payment were the current day, for example, the payment would most likely be sent by a wire transfer network, such as Fedwire or CHIPS, because these networks can execute same-day transactions. An alternate way of implementing the EPH and PSI would be for the EPH to select the payment network and forward the information to the PSI for translation into the chosen bank payment processing system format. 


F.2 Interface with the EPH





The PSI can interface with the EPH in several ways, which may include:





A direct call to the PSI programs. In this configuration the PSI is a component of the EPH, as opposed to a separate module. Although this configuration is relatively easy to implement, it does not offer the performance and scalability of a more distributed system.





A file-based interface. The EPH can write BIPS messages to a predefined directory and file name. In this configuration the PSI periodically reads the directory for new messages that it must process. This configuration could possibly achieve better performance by distributing processing across servers, but it would also be encumbered by the added overhead and administrative issues associated with a file-based program-to-program interface.





Distributed program to program communications. By using technologies such as CORBA or Microsoft’s DCOM, BIPS processing loads can be distributed across multiple servers within a bank’s internal computing network. This type of configuration can achieve the best performance and redundancy. 


F.3 Interface with Existing Payment Processing Systems





There are different types of payment processing systems currently installed at banks. Moreover, these systems can vary widely in technical architecture and in interface capability. Consequently, the BIPS interface to existing bank payment processing systems may require a significant amount of customization in order to satisfy site-specific requirements, such as the required file formats, program handshakes, and reconciliation processes. For low-volume implementations, however, the PSI could simply write out a batch file in the appropriate format for the target payment network. Existing payment applications frequently import these files through a batch file interface.





In addition to sending transactions to bank payment processing systems, the PSI could also feasibly receive information from those systems. A bank payment processing system could inform the PSI of the status of a payment transaction. A wire transfer system, for example, could inform the PSI that a payment transaction needed repair, was successfully transmitted to a payment network, or failed risk control edits. Such information could feasibly be passed back to the Payor through a BIPS payment response message.


F.3.1 ACH Payments





The PSI can map payments to ACH file formats. The resulting payment file can contain one or more payments. If a particular transmission contains more than one ACH payment request, the PSI will automatically attempt to create an ACH file with multiple payments (this is the most economical way to process ACH payments because banks usually charge for each ACH file processed as well as for individual ACH payments).


F.3.2 Wire Transfers





Many high-end wire systems feature sophisticated system interfaces for integration with other applications. BIPS implementations can be enhanced to support these interfaces. There are also many popular wire systems, such as the Federal Reserve’s Fedline PC, that feature batch file interfaces. 





The most important wire payment networks in the United States, CHIPS and the Fedwire network, recently adapted their payment formats to be more compatible with SWIFT standards. Consequently, many payment systems can automatically translate SWIFT-formatted payment advices, such as an MT100 (message type 100 – customer transfer) or (MT202 – bank transfer), directly into a Fedwire or CHIPS payment format. Therefore, by mapping payment instructions into a standard SWIFT format, BIPS implementations can usually achieve some level of integration with wire transfer applications. 


F.3.3 Other Payment Types and Customized Mappers





Because BIPS messages are standard XML documents, it is not difficult to create programs that read BIPS messages and reformat the information they contain. The PSI implementation could be configured to write BIPS messages to flat XML files, which could be read by a customized mapper.


F.3.4 Event Logging





As with all BIPS programs, all important PSI events are recorded in the BIPS Event Log. These log entries include all exception conditions, such as XML parsing errors and payment mapping problems.  Informative entries, such as those generated when messages are received and successfully processed, are also logged.


 


� Implementation Note: Depending on the capabilities of the bank payment processing systems, the PSI may also perform the following functions:


Implement real-time interfaces with bank payment processing systems. This may include the implementation of the low-level and high-level protocols required. Low-level protocols could include SNA/LU6.2, DECnet, and so on. High-level protocols could include application-specific handshakes and sequence numbers.


Retrieve status information, in real-time or batch mode, from bank payment processing systems. This information can be returned by BIPS to the user via a BIPS status message. The PSI would be responsible for format translation in the reverse direction, when advices and notifications of payment completion or rejection were received from bank payment processing systems for transmission to a Payor. This part of BIPS may need to be developed independently for each bank.


Maintain the appropriate statistics, such as the number of debits/credits, total amounts, etc., that can be used to reconcile BIPS information with the bank payment processing systems.
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